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Abstract—This paper establishes a framework that simulates
the behavior of a spaceborne 532-nm micropulse photon-counting
lidar in cloudy and clear atmospheres in support of the ICESat-2
mission. Adopted by the current mission design, the photon-
counting system will be used to obtain surface altimetry for
ICESat-2. To investigate how clouds affect surface elevation re-
trievals, a 3-D Monte Carlo radiative transfer model is used to
simulate the photon path distribution and the Poisson distribution
is adopted for the number of photon returns. Since the photon-
counting system only registers the time of the first arriving photon
within the detector “dead time,” the retrieved average surface
elevation tends to bias toward higher values. This is known as
the first photon bias. With the scenarios simulated here, the first
photon bias for clear sky is about 6.5 cm. Clouds affect surface
altimetry in two ways: 1) Cloud attenuation lowers the average
number of arriving photons and hence reduces the first photon
bias, and 2) cloud forward scattering increases the photon path
length and makes the surface appear further away from the
satellite. Compared with that for clear skies, the average surface
elevation detected by the photon-counting system for cloudy skies
with optical depth of 1.0 is 4.0–6.0 cm lower for the simulations
conducted. The effect of surface roughness on the accuracy of
elevation retrievals is also discussed.

Index Terms—ICESat-2, lidar altimetry, path delay, polar
cloud, radiative transfer.

I. INTRODUCTION

DUE TO THE vast volume of the Antarctic and Greenland
ice sheets, a small change of 0.1% in the average ice

thickness would result in a global sea level difference of
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8.3 cm [1]. Hence, accurate knowledge of ice-sheet mass bal-
ance is critical in predicting future sea-level rise and global
climate change (e.g., [2] and [3]). Satellite observations pro-
vide the only feasible way to monitor the entire ice sheets
(e.g., [3]–[7]). To serve this purpose, NASA launched the Ice,
Cloud, and land Elevation Satellite (ICESat) in 2003. Onboard
ICESat was the Geoscience Laser Altimeter System (GLAS),
which was designed to obtain accurate surface elevation on a
global scale. One science objective of ICESat was to detect
long-term elevation changes with an accuracy of < 1.5 cm/year
over ice-sheet areas of 100× 100 km2. Since its launch, ICESat
has provided data that contribute significantly to the under-
standing of the polar ice sheets (e.g., [8]–[10]).

Understanding the change of ice sheets requires a long-term
elevation time series. In 2007, the National Research Council’s
Decadal Survey recommended ICESat-2 as a successor of
ICESat and as one of the top priority NASA missions [11]. As
stated by the Decadal Survey, “the proposed ICESat-2 measure-
ments directly address the contribution of changing terrestrial
ice cover to global sea level. As such, these measurements are
key to projecting the impact of sea-level change on growing
populations and infrastructure along almost all coastal regions.”
Compared with that of ICESat, which uses a 1064-nm lidar
with analog detection, the significantly improved design of
ICESat-2 adopts a 532-nm micropulse photon-counting lidar
system with single photon detectability. The system will mea-
sure the time of flight of the arriving photons that are re-
flected by the surface to deduce the elevation of the underlying
terrain.

Since every photon emitted by the lidar system will travel
through the atmosphere, clouds can certainly affect the flight
time of the arriving photons. Forward scattering by cloud parti-
cles increases the photon path length, thus resulting in biases in
ice-sheet elevation measurements known as atmospheric path
delay. Previous studies on this topic have been focused on the
effect of clouds on the altimetry from a GLAS-like analog
detection system [12]–[14]. To ensure the accuracy of ICESat-2
surface elevation measurements, it is critical to understand how
clouds would affect the travel time of arriving photons for the
532-nm photon-counting system. To address this issue, we first
establish a framework that simulates the behavior of this system
in both cloudy and clear atmospheres, and then, the effect of
clouds is studied within this framework.
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Fig. 1. Photon returns under Poisson distribution assumption. λ is the ex-
pected number of photon returns.

The remainder of this paper is organized into six sections.
Section II describes the basic approach we used to model
the system. In Section III, we discuss the first photon bias
of the system under clear-sky condition. Section IV demon-
strates how the presence of clouds results in biases in surface
elevation retrievals through reducing first photon bias and in-
creasing photon path length. Section V discusses the effects
of cloud height and cloud microphysics. In Section VI, the
uncertainty of surface elevation retrieval is estimated for both
smooth and rough surfaces. The main results are summarized in
Section VII.

II. MODELING THE PHOTON-COUNTING SYSTEM

The current design of the ICESat-2 lidar system requires
the ability to detect a single photon event. After one event
is recorded, the system will not respond to the next arriving
photon until the detector dead time (∼5 ns) is exceeded. A dead
time of 5 ns is equivalent to a space range of 75 cm (for light
to travel back and forth). The emitted laser pulsewidth is 1 ns.
So essentially, for each pulse over a flat smooth surface, the
photon-counting system only records the first arriving photon
that is reflected by the surface. The telescope field of view
(FOV) corresponds to 40 m in diameter on the surface from
a nominal orbit altitude of 600 km.

As a stochastic process, the number of photon returns at
the detector under clear-sky condition can be simulated with
a Poisson distribution (e.g., [15] and [16])

pk(λ) = λk exp(−λ)/k! (1)

where pk(λ) is the probability of having k arriving photons
when the expected number is λ.

Fig. 1 shows the photon return distribution for λ =
1.5 and 2.0. For Poisson distribution, mean = variance = λ
[17, p. 111–119]. Hence, the number of received photons at the
detector fluctuates about its mean λ with a standard deviation of√
λ. From Fig. 1, the probabilities of having no photon return

(k = 0) for λ = 1.5 and 2.0 are 22.3% and 13.5%, respectively.

For the ICESat-2 photon-counting system, it is more important
to know the probability of having at least one arriving photon.
Let p>0(λ) be the probability of receiving at least one photon
when the average number of photon return is λ. Then, from (1)

p>0(λ) = 1− p0(λ) = 1− exp(−λ) (2)

where p0(λ) is the probability of having no photon return.
The current design of the ICESat-2 system requires p>0(λ) to

be 0.8 for clear air over ice surface. This can be closely approxi-
mated by assuming that λ = 1.5 (for λ = 1.5, p>0(λ) = 0.78).
Hereafter in this study, unless pointed out explicitly, a Poisson
distribution with λ = 1.5 is utilized to simulate the number of
returns for the ICESat-2 photon-counting system.

The previous discussion is for clear sky only. When a cloud is
present, it will have two effects on the system. First, part of the
photons emitted by the laser will be scattered away by the cloud
particles, and hence, less photons will arrive at the detector. We
simulate this process with our 3-D Monte Carlo model that
has been validated by the International 3-D Radiation Code
project [18]. To study this mechanism, we start with a cloud
example located at 0.5–1.0 km. Since we focus on clouds over
polar ice sheets with cloud optical depth (COD) < 2.0 (so that
they could be penetrated by the laser [19]), the cloud particle
phase is presumed to be ice. We adopt the phase function
used by the Moderate Resolution Imaging Spectroradiometer
(MODIS) ice cloud property retrievals, which is derived based
on a mixture of particle habits [20]. For this example, the
cloud particle effective radius re is assumed to be 20 μm. The
effect of cloud particle size and shape and cloud height will be
discussed in Section V. Note that, in our simulations, aerosols
and Rayleigh scattering are not accounted for. Aerosols are
generally optically thin over ice sheets, and Rayleigh scattering
has been shown to have very limited impact on surface elevation
retrievals [14].

Fig. 2(a) shows the results of photon return as a function of
COD. As expected, when COD increases, not only the mean
number of photons that arrive at the detector decreases but also
the number of laser shots that have at least one photon return.
For example, for COD = 0.1, the average photon return is 1.3
and the laser shots that have at least one photon coming back is
73%; for COD = 1.0, the numbers drop to 0.5 and 40%, respec-
tively. Fig. 2(b) compares the distributions of photon returns of
clear sky, i.e., COD = 0.1 and COD = 1.0. As shown in the
figure, for thicker clouds, the number of laser shots that have
multiple photon returns declines significantly. Interestingly, the
number of shots with exactly one photon coming back for
COD = 1.0 is higher than that for the clear sky and COD = 0.1.
This is due to the fact that many of the laser shots that would
have multiple returns for clear sky or COD = 0.1 have only one
return left for COD = 1.0.

The second effect that clouds have on the photon-counting
system is that forward scattering by cloud particles skews the
probability distribution of photon arrival time. Assuming that
the emitted laser pulse has a Gaussian shape with a pulsewidth
of 1 ns, then for clear sky, the probability distribution of the
arrival time of the reflected photons would still be Gaussian.
However, when clouds are present, scattering by cloud particles
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Fig. 2. Cloud impact on photon returns. (a) (Solid line) Average photon
returns and (dashed line) percentage of laser shots that have at least one photon
return. (b) Distribution of photon returns for (dashed gray line) clear sky and
cloudy sky with (solid black line) optical depth of 0.1 and (solid gray line)
optical depth of 1.0. Cloud was at 0.5–1.0 km. Telescope FOV = 40 m.

increases photon path length, hence creating atmospheric path
delay [12], [14]. Fig. 3 shows this point with the photon arrival
time (equivalently, photon path length) translated into position
relative to the surface. The distribution for cloudy sky is skewed
right because of the probability of a photon being delayed by
scattering. Same as in Fig. 2, the cloud used in the Fig. 3
simulation is located at 0.5–1.0 km and the MODIS phase
function with re = 20 μm is used. As will be discussed in
Section V, the path delay caused by this effect is also a function
of cloud height and particle size and shape.

III. FIRST PHOTON BIAS FOR CLEAR-SKY

MEASUREMENTS

Since, for each pulse over a flat smooth surface, the photon-
counting system only records the time of the first arriving pho-
ton that is reflected by the surface, if there are multiple photons
arriving at the sensor, the surface elevation results will be biased
toward the photon that arrives the earliest, which will make the
surface appear closer to the satellite and hence create the first

Fig. 3. Cloud impact on photon path length distribution. Solid lines are
the probability distribution functions, and dashed lines are the cumulative
distribution functions. Plotted are for (black lines) clear sky and (grey line)
cloudy sky with COD 1.0. Cloud was at 0.5–1.0 km. MODIS phase function
for re = 20 μm was used. FOV = 40 m.

Fig. 4. Monte Carlo-simulated first photon bias as a function of photon
returns. Gaussian photon path distribution with standard deviation of 15 cm
(1 ns for light to travel back and forth) was used.

photon bias. To simulate the first photon bias of N arriving
photons with the Monte Carlo method, N random numbers
that represent photon travel time are generated according to the
Gaussian distribution that matches the laser pulse (pulsewidth:
1 ns). Since the detector only registers the time of the first
photon, the smallest number is recorded. Then, the recorded
time is translated into apparent surface elevation based on the
speed of light. Fig. 4 shows the results for 10 000 simulated
laser shots. True surface elevation is set at zero. As shown in
the figure, if there is only one photon return for every laser shot,
the first photon bias does not exist. The bias increases with the
number of photon arrivals. If there are two arriving photons for
every laser pulse, the bias is 9.5 cm. It reaches 18.5 cm if the
arriving photon number is 5.
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Fig. 5. First photon bias under clear-sky conditions. (a) Elevation retrievals
simulated by the Monte Carlo method. Shown in the plot are the first
2000 laser shots out of the 10 000 simulated. The solid line gives the mean
surface elevation derived from the arriving photons, and the dashed lines mark
the standard deviation. The number of arriving photons for each realization
follows the Poisson distribution with λ = 1.5. (b) Distribution of elevation
retrievals for the 10 000 laser shots simulated.

Let us examine the results under realistic clear-sky condi-
tions. Assuming we fire 10 000 laser shots, the number of arriv-
ing photons would follow the Poisson distribution with λ = 1.5.
In simulations, the apparent surface elevation can be derived as
long as there is at least one photon return. Fig. 5(a) shows the
first 2000 shots out of the 10 000 simulated. As determined by
the Poisson distribution, 78% of the realizations have at least
one photon return. The results show that when averaged over
all the 10 000 shots, the mean surface elevation derived from the
arriving photons is 6.5 cm higher than the actual surface, which
is a direct result of the first photon bias. Fig. 5(b) shows the
histogram of surface elevation derived from arriving photons.
If the first photon bias did not exist, the histogram would have
been Gaussian with mean = 0 and standard deviation = 15 cm.
Due to the first photon bias, the mean of the histogram becomes
6.5 cm and the standard deviation is 14.4 cm.

IV. CLOUD IMPACTS ON ELEVATION RETRIEVALS

As aforementioned, for the photon-counting system, clouds
affect surface elevation retrieval in two ways. First, clouds
lower the average number of arriving photons. As discussed
in Section III, due to the first photon bias, less arriving pho-
tons makes the surface appear further from the satellite (at a
lower elevation) compared with clear sky. Second, some of
photons registered at the detector have gone through scattering
by cloud particles. The scattering increases the photon path
and also makes the surface appear to be lower. The second
mechanism has been investigated rather thoroughly by previous

Fig. 6. Cloud impacts on first photon bias. (a) Same as Fig. 5(a) except for
cloudy condition with COD = 1.0. (b) Same as Fig. 5(b) except for cloudy
condition with COD = 1.0.

studies [12]–[14]. The combined effect is that clouds make the
surface appear lower compared with clear-sky measurements.
It is worth noticing that the first photon bias results in surface
elevation retrievals higher than the real value, while the effects
of clouds work against the first photon bias. Ironically, the
surface elevation retrievals under cloudy sky may be closer to
the real value than retrievals under clear sky. In practice, there
are multiple ways to correct the first photon bias; a common
way is to apply the correction based on clear-sky properties. If
this is the case, the retrievals under cloudy-sky conditions will
be biased.

The simulation of the behavior of the photon-counting sys-
tem under cloudy sky can be broken into two steps. First,
the arriving photon number and photon path distributions for
different CODs are simulated with our 3-D radiative transfer
model; second, for each laser shot, the arrival time of the
first photon is calculated with the same Monte Carlo method
as described in Section III except that the random numbers
that represent photon travel time are generated according to
the simulated photon path distributions instead of a Gaussian
distribution.

Similar to Figs. 5(a), Fig. 6(a) shows the first 2000 laser shots
out of the 10 000 simulated under cloudy sky with COD = 1.0.
Compared with the 78% for clear sky, only 40% of the shots
have at least one photon return. When averaged over all the
10 000 shots, the mean surface elevation derived from the arriv-
ing photons is 1.8 cm higher than the real value (0 cm). For clear
sky, due to first photon bias, the derived surface elevation is
6.5 cm; hence, if we use the mean surface elevation derived
from each pulse as the final retrieval, the surface elevation
retrieved for COD = 1.0 is much closer to the real surface than
that for clear sky. Fig. 6(b) shows the histogram of surface
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Fig. 7. Cloud impacts on retrieved surface elevation. The black line is the
mean elevation, and the gray line is the elevation where the histogram mode is
located.

elevation derived from the registered arriving photons. The
histogram peaks at 4.0 cm with a mean of 1.8 cm and a standard
deviation of 18.0 cm. As can be seen, clouds lower the retrieved
surface elevation compared with clear sky but increase the
standard deviation of the histogram.

In addition to using the mean of surface elevations derived
from each individual pulse as the final retrieval, we can also
use the mode of the histogram. Fig. 7 compares the impact
of clouds on surface elevation retrieval for both methods. As
expected, as COD increases, both the mean and the mode of the
histogram decrease. From the figure, generally, the histogram
mode gives higher elevation than the mean. It is interesting that
for COD = 1.5, the retrievals of both methods essentially give
the true surface elevation for the simulations conducted here. As
demonstrated earlier, this results from the fact that the presence
of clouds mitigated the first photon bias under clear sky.

As aforementioned, if the correction of first photon bias
will be based on clear-sky results, the difference between the
retrievals under clear- and cloudy-sky conditions is the bias
caused by clouds, which consists of two parts: the part that is
created by the clouds’ lowering the average number of arriving
photons and the part that is caused by the path delay due to
cloud forward scattering. Fig. 8 shows the total bias and the part
that is induced from cloud forward scattering; the difference
of these two curves is the part that is caused by the clouds’
lowering the number of arriving photons. Obviously, the bias
increases with COD. At COD = 1.0, the total bias is 6.5 cm −
1.8 cm = 4.7 cm, to which forward scattering contributes
1.6 cm (34%).

V. EFFECTS OF CLOUD ALTITUDE AND

PARTICLE MICROPHYSICS

We have demonstrated the two mechanisms through which a
cloud affects surface altimetry from a photon-counting system
using a cloud at 0.5–1.0 km with MODIS phase function for
re = 20 μm. However, the biases caused by both mechanisms
are a function of cloud altitude and cloud microphysics.

Fig. 8. (Black line) Total difference between surface elevation retrievals under
clear- and cloudy-sky conditions and (gray line) the part that is resulted from
cloud forward scattering alone.

Let us first look at how cloud altitude and cloud microphysics
affect the average number of photon returns and, subsequently,
the first photon bias. As shown in Fig. 9(a), for the given cloud
microphysics and optical depth, the lower the cloud, the higher
is the number of photon returns. This is due to the fact that
for lower clouds, photons that experienced multiple scattering
have a larger chance to stay in the FOV [14]. Similarly, given
cloud altitude and optical depth, the more forward scattering,
the larger the number of photon returns [Fig. 9(b)]. It is
well known that for a given particle shape, the larger the re,
the more significant the forward peak of the phase function;
hence, as shown in Fig. 9(b), when using the MODIS phase
functions, clouds with re = 50 μm have more photon returns
than clouds with re = 20 μm, which, in turn, have more photon
returns than clouds with re = 10 μm. Fig. 9(b) also shows
the photon returns for clouds consisting of hollow column and
bullet rosette particles with re = 20 μm. As can be seen in
the figure, for the same re, the cloud with the hollow column
particles have more photon returns compared with the cloud
with MODIS phase function, while the cloud with the bullet
rosette particles have fewer photon returns. This result can also
be explained by the fact that the phase function of the hollow
column particles has the largest forward peak among the three,
while that of the bullet rosette particles has the smallest. As
explained in previous sections, the difference in the number of
photon returns between clear and cloudy conditions determines
the difference in the first photon bias. Clouds resulting in fewer
photon returns lead to larger differences in surface elevation
retrievals when compared with clear sky.

Following the procedure described in Section IV, we calcu-
late the effect of cloud altitude and particle microphysics on
the differences in surface elevation retrievals between clear-
and cloudy-sky conditions. The results are shown in Fig. 10.
Fig. 10(a) and (b) shows the effect of cloud altitude. As
shown in Fig. 10(b), the lower the cloud, the larger the dif-
ference caused by cloud forward scattering. This is consis-
tent with previous studies [12], [14]. On the other hand, the
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Fig. 9. Effect of cloud altitude and cloud particle size and shape on the number
of photon return. (a) Effect of cloud altitude. MODIS phase function for re =
20 μm is used, and cloud thickness is assumed to be 0.5 km. (b) Effect of cloud
particle size and shape. Clouds are located at 0.5–1.0 km.

lower the cloud, the smaller the contribution of first photon
bias differences. For the combinations of the two mechanisms
[Fig. 10(a)], the total differences are not a monotonic function
of cloud altitude and the value range is small. For example,
for COD = 1.0, the differences among different cloud altitudes
are within 15%. Fig. 10(c) and (d) shows the effect of cloud
particle size and shape. Different particle sizes and shapes
correspond to different phase functions. As shown in Fig. 9(b),
the cloud phase function with a larger forward peak leads
to smaller differences in first photon bias between clear and
cloudy conditions. Also, for the same COD and cloud altitude,
same surface condition, and same atmosphere profile, phase
functions with larger forward peaks cause smaller path delays
[Fig. 10(d)]. Therefore, the total differences between clear- and
cloudy-sky retrievals are smaller for phase functions with larger
forward peaks [Fig. 10(c)]. From Fig. 10(a) and (c), compared
with clear sky, the average surface elevation detected by the
photon-counting system for cloudy sky with optical depth 1.0 is
4.0–6.0 cm lower for the simulations conducted. It should be
pointed out, however, that for fixed COD, even though the cloud
particle size has a significant impact on surface altimetry, the
impact of the particle shape is relatively small. For example

[Fig. 10(c)], for COD = 1.0, the differences among MODIS,
bullet rosette, and hollow column particles are within 15%.

VI. ALTIMETRY UNCERTAINTIES AND

SURFACE ROUGHNESS

In practice, since only the time of the first arriving photon
reflected by the surface is registered at the detector, there is
essentially no way to tell whether the photon comes from a
cloud or the surface or just from the noise. Hence, for a photon-
counting system, it is not practical to derive a surface elevation
for each laser shot. Statistics provided by many shots is needed
in order to retrieve the surface elevation. Our discussion so
far has focused on understanding the general behavior of the
photon-counting system, which is why we based our analysis on
the statistics of 10 000 laser shots. The spacing of the ICESat-
2 footprint is currently set at 70 cm. It has been proposed that
surface elevation retrieval should be done based on the statistics
of 100 shots. If one value is obtained for every 100 shots
(70 m), then over the course of 10 000 shots (7 km), 100 values
can be retrieved. Fig. 11 shows the results for a flat surface.
The error bars are the standard error of the derived values
within each 100 shot packet. They provide the uncertainty of the
retrievals. For clear sky [Fig. 11(a)], the uncertainty is 1.6 cm
on average. To demonstrate the effect of clouds, again, we use
a cloud located at 0.5–1.0 km with the MODIS phase function
for re = 20 μm. For COD = 1.0 [Fig. 11(b)], the uncertainty
in surface elevation retrieval increases to 2.5 cm.

Elevation retrievals are also affected by surface roughness.
More advanced methods have been used in surface rough-
ness studies (e.g., [21]–[25]). Here, we adopt a much simpler
approach, using the standard deviation of small-scale eleva-
tion fluctuations from the linear trend over a certain distance
as the definition of surface roughness (e.g., [26] and [27]).
The ice sheet surface roughness varies considerably by re-
gion. Using airborne laser altimetry data, a recent study by
van der Veen et al. [26] showed that the surface roughness of
the northern half of the Greenland Ice Sheet is 8 cm or less.
Through analysis of ICESat data, another study by Yi et al.
[27] found that the roughness of central Greenland is around
10 cm and the roughness increases toward the coastal areas,
where it can reach the meter level. We simulate surface rough-
ness as random elevation change that follows the Gaussian
distribution. Fig. 12(a) shows the uncertainty of surface ele-
vation retrievals from 100 laser shots as a function of surface
roughness. As shown in Fig. 12(a), if a surface roughness of
10 cm is added, uncertainty of surface elevation retrievals based
on 100 laser shots is around 2.0 cm for clear sky and 3.0 cm
for COD = 1.0 on average. Compared with flat surface, the
uncertainty increased by 25% and 20% for clear sky and for
COD = 1.0, respectively. As the surface roughness increases,
the differences between clear- and cloudy-sky surface elevation
retrievals increase as well.

Uncertainty can be lowered through averaging over larger
distance. For example, if the uncertainty of one individual
retrieval is u, then after averaging over N retrievals, the uncer-
tainty would be lowered to u/

√
N . An important question is as

follows: Over what distance do the surface elevation retrievals
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Fig. 10. Differences between surface elevation retrievals under clear- and cloudy-sky conditions. The total difference consists of two parts: The part caused by
the clouds’ lowering the average number of arriving photons and the part caused by the path delay due to cloud forward scattering. (a) Total difference for different
cloud altitude. (b) Part of the difference resulted from cloud forward scattering alone for clouds corresponding to (a). (c) Same as (a) but for different cloud particle
size and shape. (d) Same as (b) but for clouds corresponding to (c).

Fig. 11. (Black dots) Surface elevation retrievals using 100-shot packet and
the standard error within the 100 shots for (a) clear sky and (b) COD = 1.0.
Cloud is located at 0.5–1.0 km, and the MODIS phase function with re =
20 μm was used. Surface is assumed flat.

need to be averaged so that the uncertainty can be lowered to
a certain level, e. g., 2.0 cm? Fig. 13 shows the uncertainty
as a function of averaging distance for surface roughness val-
ues of 10, 50, and 100 cm. As shown in Fig. 13(a), under
clear-sky conditions, if the surface roughness does not exceed
10 cm, the uncertainty in the surface elevation retrieved with
100 laser shots is below 2.0 cm without further averaging. For

Fig. 12. Uncertainty of retrievals from 100 laser shot packets as a function of
surface roughness. The black line is for clear sky, and the gray line is for cloudy
sky with COD = 1.0. Cloud is at 0.5–1.0 km. The MODIS phase function with
re = 20 μm was used.

the surface roughness values of 50 and 100 cm, however, to
reach a 2.0-cm accuracy, the results need to be averaged over
0.63 and 2.38 km, respectively. Fig. 13(b) shows results for a
cloudy-sky example with COD = 1.0. For this case, when the
surface roughness is 10, 50, and 100 cm, in order to reach a
2.0-cm accuracy, the results need to be averaged over 0.21, 1.26,
and 4.69 km, respectively.
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Fig. 13. Uncertainty of clear-sky surface elevation as a function of distance
over which the retrievals are averaged for surface roughness of (solid black
line) 10 cm, (solid gray line) 50 cm, and (dashed gray line) 100 cm. (a) For
clear sky. (b) For cloudy sky with COD = 1.0. Cloud is at 0.5–1.0 km. The
MODIS phase function with re = 20 μm was used.

We point out again that the simple surface roughness model
used here does not represent the complexity of the real world.
Rather, this model is used to help understand the basic impact
of surface roughness on elevation retrieval when clouds are
present. We are working on utilizing more advanced methods
and field measurements [21]–[23] to further understand the
problem.

The cloud detection process also brings uncertainties to the
surface elevation retrievals [14]. A separation of clear and
cloudy conditions is a fundamental step in the retrieval pro-
cedure. However, a perfect separation is essentially impossible
[28], [29]. Any misclassification in the scene type will result
in errors in the retrieved surface elevation [14]. We will report
the research on ICESat-2 cloud screening separately. Aside
from clouds, another weather phenomenon that has significant
impact on surface elevation retrieval is blowing snow. Studies
have shown that the effect of blowing snow could be much
larger than clouds [14], [30]. The major difficulty in studying
the effect of blowing snow is the lack of data over the ice sheets.
However, the blowing snow detection method reported in [30]
paves the way to an in-depth investigation on this topic.

VII. SUMMARY

The current design of the ICESat-2 mission adopts a
532-nm micropulse photon-counting lidar with single photon
capability for its surface elevation measurements. In support
of the ICESat-2 mission, this paper establishes a framework
that simulates the behavior of such a spaceborne lidar in cloudy
and clear atmospheres. To investigate how clouds affect surface
elevation retrieval, we first adopt the Poisson distribution for
simulating the distribution of the number of arriving photons
under clear-sky conditions. Second, our 3-D radiative transfer
model is utilized in simulating the probability distribution of
photon path length and the number of photon returns under
cloudy-sky conditions. Third, the photon arrival time for each
laser shot is determined with the Monte Carlo method, and
surface elevation is derived through statistics of multiple laser
shots. The main results of this study can be summarized as
follows.

The ICESat-2 system’s requirement of a photon probability
of 0.8 for clear air over ice surface can be closely approximated
by Poisson distribution with λ = 1.5.

Due to first photon bias, under clear sky, the retrieved surface
elevation will appear higher. For simulations conducted in this
study, the first photon bias for clear sky is ∼6.5 cm.

Clouds affect the surface elevation retrieved from the photon-
counting system in two ways. First, clouds lower the average
number of arriving photons. Having fewer arriving photons
makes the surface appear lower compared with that for clear
sky. Second, cloud forward scattering increases the photon path
and makes the surface appear lower as well. The differences
between clear- and cloudy-sky surface elevation retrievals are
a function of cloud altitude and particle microphysics. For
the simulations conducted here, the average surface elevation
detected by the photon-counting system for cloudy sky with
optical depth of 1.0 is 4.0–6.0 cm lower compared with that
for clear sky.

If surface elevations are retrieved based on the statistics of
100 laser shots, the uncertainty is around 1.6 cm for clear sky;
when clouds are present, the uncertainty increases. Both surface
roughness and cloud detection process affect the uncertainty of
the retrievals.

As a top priority NASA mission, ICESat-2 has a very high
demand on system accuracy [31]. This study provides an un-
derstanding on the behavior of the photon-counting system in
clear and cloudy atmospheres.
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